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Abstract We joined two separate research efforts in the work
described here. Fast volume renderers were being

Interactive direct visualization of 3D data requires fast constructed as part development work for the Pixel-
update rates and the ability to extract regions of interest Planes 5 graphics machine, and Interactive segmentation
from the surrounding data. We have implemented Multi- using hierarchical descriptions of grey scale images is an
Valued Classification volume renderers on a general on-going image processing project. The need for greater
purpose multiprocessor graphics platform (Pixel-Planes 5) control of viewing parameters in volume rendering created
that are faster than any yet reported (2 -15 frames per a bridge between the two projects. The successful
second). We have joined one of them with a sophisticated combination of the volume rendering and interactive
system for interactive semantic region selection, to our semantic region classification has enhanced the
knowledge the first such combination. The result is a strengths of each of the two techniques. Current work is
system that provides fast- visualization of complex generating excitement, not only among enthusiasts of
information in three dimensional data. volume rendering and image processing, but also of

potential users in the medical community.
Parallel volume rendering yields rates that make
interactive control of image viewing possible for the first This paper presents the variations of parallel volume
time. We have achieved rates as high as 15 frames per rendering that are being explored on Pixel-Planes 5 (a brief
second by trading some function for speed, while volume overview of the machine is Included) and discusses their
rendering with a full complement of ramp classification strengths and weaknesses. We follow with a description
capabilities is performed at 1.4 frames per second. These of the region of interest selection methods and the
speeds have made the combination of region selection interactive tools we use. Finally, we demonstrate the
with volume rendering practical for the first time. Semantic unique flexibility and power of combining volume rendering
driven selection, rather than geometric clipping, has with region of interest selection techniques by applying
proven to be a natural means of interacting with 3D data. them to medical imaging.
Internal organs in medical data or other regions of interest
can be built from preprocessed region primitives. We have This paper Is expands and elaborates on [Yoo. Neumann,
applied the resulting combined system to real 3D medical el. &. 90]. Presented here for the first time are discussion
data with encouraging results. The ideas presented are of the issues surrounding load balancing a parallel volume
not just limited to our platform, but can be generalized to rendering approach, the tradeoffs between speed and
include most parallel architectures. We present lessons image quality, and implementation details of the
learned from writing fast volume renderers and applying of visualization system.
image processing techniques to viewing volumetric data.

2. Graphics System
1. Introduction

In order to provide adequate feedback, one needs a
Visualization is more than just producing complex Images powerful graphics system. Another group in our
of higher dimensional data, it is also the comprehension of department headed by Henry Fuchs and John Poulton
the Information within the data. Traditional approaches to provided us with such a machine in the summer of
representing 3D Information using volume rendering have 1990 when they produced Pixel-Planes 5 (Figure 1)
often been hampered by a lack of an environment that is [Fuchs, et aL 89. The machine Is an experimental
capable of engendering natural exploration of the image. heterogeneous architecture suitable as a platform for

a wide range of parallel algorithms research.
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Figure 1: Overview of Pixl-Planes System, showing Ring Network and Ring Devices that include Graphics Processors,
Renderers Host Interface, and Frame Buffer.

The system provides both MIMD and SIMD parallelism. The renderer is a single board with a 128x128 SIMD array
MIMD parallelism is provided by the graphics processors of pixl processors and its own instruction controller. The
each of which contain independent code and data stores. array may be positioned arbitrarily in screen coordinates,
SIMD parallelism is provided by the renderer boards. each and through a hardware multiplier tree evaluate quadraticof which executes a single instruction stream in parallel for expressions in screen space. Each pixel processor has

12tx12 I one bit processing elements. The Instruction 208 bits of local memory and 4096 bits of fast access
streams for the renderers are typically created by, and backing store. A fully configured system contains 16sent from, the graphics processors. The flexibility of renderer boards. Each renderer has two ring ports; one

having both types of parallel organizations available has for ts Instruction stream, and one for backing store data
resulted in the Implementation of several different volume access and loading.rendering algorithms. Two of those are discussed within
this paper. In one-approach, classification and shading of The frame buffer Is a 1280 x 1024 x 24 double-buffered
voxels Is done with a SlMD algorithm. and the design with a display refresh controller normally set for a
parallelization of raycasting is done through MIMID screen 72 Hz vertical rate. It has a zoom mode which replicates
space subdivision. In the other. only MIMD screen space one quadrant of pixels to yield an effective resolution of
parallelism is used. 640 x 512. Two ring ports are implemented to provide a

high bandwidth into the frame buffer.
The communication ring is a high bandwidth general
purpose inter-board communication link. A sustained The host interface supports communication with a UNIX
bandwidth of 160 megawords per-second is provided by 8 workstation. The workstation is the file server for the
time-sliced 20 MHz channels. system and provides user control. One ring par is

allocated to this function.
The graphics processors (GPs) are 40MHz Intel 1860 TM

general purpose microprocessors, each with 8MB of The complete 2 card cage Pixel-Planes 5 system contains
memory. Each GP has its own ring port for 16 renderer boards, and 32 graphics processors (16
communicaticn. boards with two GP's per board). It may also be
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configured as two independent half-sized systems (16 renderors, this systom can display 3D data sets up to
GP's and 7 renderers each). The results quoted herein are 256x256x256 voxels in size.
for one of these half-sized systems. The addition of a
third cage is under consideration. Additionally, this system supports ramp classification and

Phong shading of the data using the SIMD processor
3. Parallel Volume Rendering arrays in the renderers. The data set position as well as

several lights can be manipulated via joysticks. A flexible
Volume rendering produces a shaded image from a 3D ramp-based local classification converts intensity and
array of data samples. Three classes of volume intensity 'gradient magnitude to color and opacity also
rendering/modeling techniques are: Surface under joystick control. A moveable cut plane is provided.
Representation [Lorenson, Cline 87], Binary Classification This system can input selection masks, from an external
[Herman. Liu 79][Kaufman 90]. and Multi-Valued source, to highlight selected voxels. The update rate is
Classification (MVC) [Drebin, Carpenter, Hanrahan about 1.4 frames per second with a 128x128x128 data set
88]lLevoy 88). Using the MVC approach, volume data using 7 Renderers and 16 GPs to generate a 640 x 512
may be rendered as solid opaque objects, or as semi- Image.
transparent surfaces or gels; users may control the
presentation to suit their need. Since MVC is superset of Functions are assigned to the Pixel-Planes 5 hardware
the other classes, ft allows more flexible control of the real components as follows: The host controls the user
time image. In spite of its speed disadvantage, the interface, requests new frames to be drawn, and initially
systems presented have focussed around MVC. loads the data base into the renderer's backing store. The

renderers access their backing store, perform conversion
In MVC volume rendering, data is treated as an array of to color and opacity, and transmit shaded voxels (color
point samples of a continuous 3D function. These points and opacity) to the GP's. There is a single master GP; the
are shaded, resampled, and composited to produce an remaining GPs are slaves. The master GP controls all the
image. Shading is the process by which a data sample is renderers and synchronizes the slaves. The slaves do the
converted to a color and opacity; an R, G. B, alpha four- ray casting for their assigned portions of the screen and
tuple. A classification function ascribes an intrinsic color transmit their sub-images to the frame buffer.
and opacity (alpha) to each point. The local gradient of the
data provides a normal vector for each point. The intrinsic Control Flow
color and normal vector is used In a Phong lighting
calculation [Phong 75] to yield the shaded R. G. B values. Rendering a frame is divided into the foflowing phases:

Resampling of the shaded array Is required to project the (1) The host requests a new frame and transmits
volume onto a 2D view plane. We employ ray casting with viewing, classification, and shading parameters
trilinear interpolation, but this is only one of many possible to the master GP.
methods [Drebin, Carpenter. Hanrahan 881 [Westover 89].

(2) The master GP assigns enough 'image tiles
Compositing [Porter, Duff 84] after each resampling step (currently 128x128 pixels each) to the slave
computes opacity and color accumulation by GP's to cover the display screen, and transmits
approximating an integral along the ray. Resampling must the viewing parameters to the slave GP's.
proceed front-to-back or back-to-front for compositing to
work correctly. We composite front to back in order to (3) The slave GP's respond by computing which
take advantage of ray termination or alpha cutoff chunks of voxels, called *macros*, are visible
efficiencies [Levoy 90]. Rays terminate when they through their Image tiles, and sending a list of
attenuate to opacity; further calculation is not required. these to the master GP. The master makes a

global fist of macro assignments to slave GPs.
The next sections present two parallel volume rendering A macro contains 8x8x8 voxels.
algorithms implemented on Pixel-Planes 5. The first
presented is also chronologically the earliest (4) The slaves commence ray casting to create
implementation. The second version Is the faster of the their image tiles. When a slave needs a macro
two, and in many respects grew out of the lessons learned which it doesn't have, it sends a 'fetch macro"
from the first approach. request to the master GP. The master responds ....

by instructing the renderer that has that macro
3.1. Distributed Data Implementation to classify and shade the backing store sector -4-----

containing the macro. Each backing store U
A general purpose volume rendering system was sector holds 32 macros or 128 x 128 voxeis
developed in the Summer and Fall of 1990 for the Pixel- (each processing element handles one voxal).
Planes 5 system, based on a design concept by Marc
Levoy [Levoy 88]. The data set is distributed among the (5) After shading is completed, the master instructs ..
renderers; it is not replicated throughout the system. Our the renderer to transmit all the macros in the
current allocation scheme uses 64 bits per voxel: 12 bits backing store sector to the slaves that need
of raw scalar data, three 13 bit signed normals, and a 13 them (whether or not a fetch request has been
bit gradient magnitude. Using the 16 presently available received). Hence each voxel is classified and
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shaded only once; fetch requests for macros render a W8x 128 t.:,. for ,a i2 .x 1 daLm sm. with
already sent, or in process, are ignored. coarse refinomr;nt, is 100 240 ms.

(6) When the slaves have completed all their ray
casting, they fill in their screen region pixels via
bilinear interpolation. Then, they send their
image tiles to the frame buffer and notify the
master that they have finished.

(7) When all the slaves have finished, the master
GP toggles the frame buffer and notifies the
host that the frame is done.

Classification Interface

The volume renderer does only local classification. That
is. the color and opacity assigned to a given voxel is a
function of that voxers intensity, gradient magnitude and
gradient direction only. Classification is performed via
piece-wise linear functions (ramps). Opacity Is computed
by passing the intensity and gradient magnitude through
two ramp functions and multiplying the results. Color is
computed by passing intensity through separate red,
green, and blue ramp functions. The system is
programmed to allow the ramps to have any number of
segments, but the current user interface control panel
only supports three-segment ramps. The user has bons
interactive control over the center, width, and height of
each ramp. The user can flip among multiple classifiers
with a single keystroke, to facilitate comparing different
views of the data. For example, with CT data, one
classifier could be set to show skin and another bone, and
the user can rapidly flip back and forth between them
(Figure 2).

The inherent limitations of local classification become
apparent if the region being viewed has a similar intensity W
and gradient to its background. MRI data, for instance, is I
difficult to view using only local classification. Clearly, we
need some means of distinguishing anatomically distinct
regions of the same organ (Figure 3). - -

Optimizing the Ray Casting

The slaves use a variety of techniques to make the image
tile generation fast. As macros arrive, an octtree is
incrementally updated. The octtree is used to quickly skip
over transparent regions, thereby avoiding trilinear
interpolation and compositing in transparent regions. The
renderers assist In computing the octtree by tagging skin
macros which contain only transparent voxels. The
ocitree effort is worthwhile [Levoy 88. 90], as typically 2/3 Figure 2: Two Views of CT Data Ut -g Local Classification
of the macros are completely transparent. Rays are Techniques
terminated when they accumulate sufficient opacity and
further processing would yield little color change (*alpha
cutoff") [Levoy 90]. Rays are cast adaptively. At first, a
coarse grid of rays is cast. Then, if the adjacent values
are sufficiently dissimilar, additional rays are cast. The
final image is formed by bilinear interpolation of the ray.
cast pixels. The addition of a cut plane adds no run time
cost, in fact it makes the system faster. The cut plane is
implemented by starting the rays at the plane instead of
the data set boundary. Typical time for a ,iaie GP to
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are currently using it to understand where the time is going
and finding ways to speed up the algorithm. When the
processor utilization is satisfactory, we expect to devote
some serious effort to optimizing the code itself.

3.2. Replicated Data Implementation

The bottlenecks in the volume renderer described above.
led us to explore parallel algorithms that avoid
communication of data and control messages. Taking
this pursuit to the extreme, we have implemented a
volume renderer that replicates the data set at each GP
and thereby achieves update rates of 15 frames per
second. Due to GP memory limitations, the data set size
Is limited to 128x128x128. but this is sufficient for much of
our work and demonstrates the capabilities of this
approach. Classification and shading must now be
performed in the GP's so an efficient approach to shading
must be used. As a preprocessing step, each voxel has

Fgure3: MRIdata its normal computed and encoded as a 13-bit number: 6
bits for the X component, 6 bits for the Y compo.ient, and

Controlling the Renderers I bit for Z ,since the normal is a unit length vector, the Z
magnitude can be inferred from the X and Y components).

The master GP implements a finite state automaton for This 13 bit normal is then used as an index into a shading

eahendaster o imaetents ofineostr g atemn fin table. This table is recomputed at the start of each frameeach renderer to make the task of controlling them isnnh urn casfcto unto n hn
parallel, while receiving asynchronous fetch requests, using the current classification function and a Phong

manageable. The main states, and the approximate time in shading model. This results in only 213 shading
each (per renderer, per sector) are: computations rather than the 221 that would be needed for

a 128 x 128 x 128 data set if the voxels were shaded
100 us 1. Loading a backing store region (32 macros, directly.

or 16K voxels) into a renderer's pixel memory. This approach uses a 32 bit per voxel encoding scheme

2-3 ms 2. Classifying and shading the entire region in currently allocated as follows:

parallel (SIMD). 8 bits : original CT or MRI data

100 us 3. Storing the region of shaded voxels in 13 bits : normal encoding
backing store for transmission to the slave 8 bits gradient magnitude
GP's. 3 bits : currently unused.

2.3 ms 3. Sending each of the 32 macros to all the This look up table shading method allows fast update
slave GP's whose screen regions 'see" them. rates for a volume renderer with a standard gradient based

opacity shader (Figure 4). The currently unused bits may
the be used to perform simple classification schemes in the100 us 4. Receiving acknowledgement from tefuture.

renderer that it is finished and available again.

Performance 4. Interactive Semantic Region Selection

Volumetric data often overwhrims viewers with non-
The current frame rate ol1.4 frames per second isn't quite essential information; a visualization program should also
adequate for comfortable interactive viewing. The kinetic allow the user to emphasize specific elements of interest
depth effect is lost and using the joysticks for control is in the image. This requires a set of data selection tools toawkward. Our goal is at least 5 frames per second with a * pr wyetaeu eal uhtosicue

128x28x28 ataset God lad alacin amng he' par* away extraneous detail. Such tools include:128x128x128 data set. Good load balancing among the" geometric, syntactic, and semantic classifiers.

slave GP's is difficult to obtain. Operating system geometricllyactin or cl c siemove

overhead for message passing among the GP's is higher Geometrically based sculpting or clipping controls remove
thanwe xpeted somoreeffciet lw lvel unwanted portions of the image. Syntactic controls usethan we expected, so more efficient low tavel local image data properties to enhance or de-emphasize

communications routines must be developed to lower the image at rp-bases i aInance
expese f sort yncronzatin mssaes. he ing image features; ramp-based classification is an Instanceexpense of short synchronization messages. The ring of syntactic control. Semantic controls use global set-

bandwidth is sufficient for our desired level of of at a point orl s se glo et-

performance, our GP's are not yet fully utilizing it. The use membership of data points to allow the viewer to define
of a single master GP introduces latency and thus is a particular regions of importance.

bottleneck. Execution time profiles show the slave GP's
idle about 30-50%'5 of the time on average. We have
installed software for recording time-stamped events and
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rvoreee gravity watersheds of 3D images. On a
Decsalion3100 the preprocessing necessary to create
!he hierairchy for a t28x128x128 imago with 256 gray
levels can be performed in roughly 15 minutes.

Our plans include the development of other hierarchy
grneration algorithms [Gauch. Pizer 88]. The

vw, shortcomings of reverse gravity watershed are known; it
was however already available as a 3D segmentation
scheme.

4.2. The Interactive Editor

We have developed a system to provide users with a
'i. 4" ": means of manipulating the regions of an image hierarchy.

The 3D interactive hierarchy editor (3D IHE) provides the
-.5 user with mouse-based interactions and a view of the

multiple slices of the dataset. We chose a slice paradigm
as the basis for navigating three dimensional images
because of its innate ability to project away one level of
dimension without loss of user comprehension.

Figure 4: Image produced using table driven volume
renderer

Since local properties of the data do not often reveal
information regarding morphological features within the
image, and since geometric classification is sometimes
unwieldy, it is useful to apply some 'semantic' groupings of
a given data set to Isolate features of form. Selecting
regions on a voxel by voxel basis is not a practical means
of defining features of 3D data. We attempt to gather
together voxels of similar nature into primitive collections
of voxels which then become the basis of the shape driven
classification. Further segmentation is then performed in
a second pass by collecting together these region
primitives in coherent volumes that encompass features in
the data set. The way in which these primitive groupings
relate to global structure are most effectively determined
by a knowledgeable user. What is required is a graphical
language of sensible fundamental regions and a means for
users to interact with them.

4.1. Hierarchy Generation

One means of representing related voxels in a 3D image Is Figure 5: 3D IHE Console Window
the creation of a hierarchical tree structure. Voxels with
similar characteristics can be collected into primitive The interface contains three basic components (Figure 3).
regions; these primitive regions can then be organized into First, a full size view of one slice through the dataset.
a directed acyclic graph. These regions can be Mouse operations in this window allow the user to
assembled using the knowledge of the graph hierarchy, or select/deselect primitive regions for classification.
they can be arbitrarily grouped using set operations. This Although the interaction is within one slice, the selected
kind of hierarchy provides a handle for manipulating regions extend in 3 dimensions. Buttons on this window
groups of voxels to describe portions of the data. allow the user to move forward and backward in the

unseen dimension, in order to view adjacent slices. The
In previous research with 2D images, we generated these second component is a series of scaled down images (24
region hierarchies using one of many techniques [Pizer, in the current implementation) that allow the user to see
Cullip. Fredericksen 901. These methods characterize a the effects of region selection on a wide range of slices. A
2D image as an intensity surface, and define regions slider on this window allows the user to view different
based on the nature of the ridges and valleys in that slices in the dataset. A frequency button allows the user
surface. In our current work we extend these ideas for to subsample the range of slices in order to provide views
segmentation to three dimensions. We can treat the of slices throughout the entire dataset simultaneously.
images as a three manifold in four space, and ard analyze The final component of the editor is a control panel that
ridges' and 'valleys' in the 3-fold. We are now computing p r o v i d e s a
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Figure 6: Comparison views with and without global classification
(left is without semantic segmentation: right is with IHE regions applied)

to understand the information in a medical image. The
number of I/O operations, as well as hierarchical ability to dynamically control opacity and regions of
movement, interest (ROls) has the potential of changing 3D display

from a postprocessing step to a primary way of viewing
The results of 3D HE show a dramatic improvement over medical image data.
the earlier slice by slice and voxel painting methods. For
example, we created descriptions of a 128x128x128 The real advantages that have been ascribed to volume
dataset of a human head, and choose the task of rendering seem to lie particularly In the direct rendering
selecting the a portion of the brain for volume rendering. from the original image data. if the user can focus on ROls
Using 2D descriptions, and editing slice by slice (68 slices and on the dynamic selection of rendering parameters that
contained portions of interest), the task took optimize the visualization of surfaces, the actual means of
approximately 40 minutes to complete. With the 3D the producing the final rendering, whether by surface
description, the task required approximately 10 but:on selection and subsequent rendering, or by fuzzy
presses, and took less than a minute. Using the same 3D classification and compositing, may not be central. An
description the entire brain can be selected in example of the power obtained through this approach is
approximately 4 minutes. the selection of the cortex region in an MRI data set and

then the dynamic rendering of the white matter by the
4.3. The 1HE to Pixel-Planes Connection selection of appropriate classification ramps determining

either opacity or selection threshold (Figure 6). This level
We combined 3D IHE with volume rendering to create a of visualization is now possible in a couple of minutes by
powerful visualization suite. segmentation performed exploring parameter values using immediate feedback.
using IHE can be used to specify regions of interest to the
volume renderer. We obtain better perception of the Of course, viewing of medical images can never be
region selection process and subsequently aid the overall divorced from viewing the contrasts in the original data.
visualization of 3D volume Images. However, with the addition of dynamic selection of grey

scale slices from the 3D data set, with possible
The two systems are connected using standard Unix superimposition of these slices on the cutplane, the grey
sockets via an ethernet, passing image masks and op- scale viewing mode can be fully integrated into the 3D
codes In TCP packets. Sending a selection mask from the explorational viewing style.
IHE application currently takes about 10 sec. The mask is
used during ray casting to emphasize selected voxels by 6. Conclusions
modifying their color and opacity. The system currently
does not permit the selection mask to interact with the raw In creating this system, we learned some valuable
data before local classification; something we will charge lessons. The requirement for immediate feedback makes
in the future. speed a critical issue. By employing an appro.ch that

replicates data throughout a MIMD machine we can
5. Application Results overcome communication bottlenecks at the expense of

limited image size. Using lookup tables for normal and
Even with the limited, early version of this explorational 3D opacity values, we can reduce the number of required
visualization system described above, we are f;nding t1-at shading calculations by several orders of magnitude. This
exploration of 3D data, with immediate feedback and on- allows us to achieve the necessary speeds of 10-20
line classification, qualitatively increases the user's ab!:;y
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frames per second; the cost for these speeds is an Grog Turk. Brice Tebbs, Laura Isrliel. "Pixel-Planes
acceptable loss of image quality. 5: A Heterogenous Multip:ocessor Graphics System

Using Processor-Enhanced Memorves." Proceedings

The rendering speed of 0.7 sec with our distributed volume of SIGGRAPH '89, Computer Graphics, .23(3): 79-
renderer is still one order of magnitude too slow; and the 88. (ACM: New York), 19S9.

need of a few seconds to select a primary region from our
quasi-hierarchical description or move to a parent in that Gauch, J. M. and S.M. Pizer, 'Image Descriptions via the
description is not acceptable. Nevertheless, the present Multiresolution Intensity Axis of Symmetry." Proc.
speeds demonstrate the power of user selection of 3D 2nd Int. Conoton Cop. Vis. (IEEE Catalog #88CH2664-
ROIs when supported by communication in terms of 1): 269-274. 1988.
precomputed sensible regions and immediate display
feedback. Using this approach, the time required to select Herman, G. T., H. K. Liu., "Three-Dimensiona Display of
particular regions of medical data has been shown to be Human Organs from Computed Tomograms."
reduced by an order of magnitude. The present system Computer Graphics Image Process., 9: 1-21, 1979.
also demonstrates the power of interactive control of local
classifiers such as clipping and opacity ramps within ROls Levoy. M., "Display of Surfaces from Volume Data." IEEE
selected by the interactive editor. Computer Graphics and Applications , May 1988

Application of the combined systems to real images 8(3): 29-37.1988.

reveals their great potential for facilitating rapid Levoy. M., "Efficient Ray Tracing of Volume Data." ACM
comprehension of volume data. Even the limited speeds Transactions on Graphics, July 1990 9(3): 245 -
of the present intermcive system demonstrate the great 261, 1990a.
importance of fast general purpose parallel graphics
systems, such as Pixel-Planes 5, and the need for even Levoy, M., "Volume Rendering by Adaptive Refinement."
faster systems with even faster data access and faster The Visual Computer , February 1990 6(1): 2-7.
rendering algorithms on these systems-- not simply as a 1 isb.
convenience but because they allow qualitative increases
in user comprehension of their data. In the future, when
such machines that are capable of supporting a wide Lorenson, William and Harvey Cline. "Marching Cubes; A
range of segmentation and classification techniques at High Resolution 3D Surface Reconstruction
interactive rates of up to 30 frames per second, and when Algorithm*. Proceedings of SIGGRAPH'67, Computer
they are more widely available, volume visualization will be Graphics 21, 4. July 1987, pp. 163-169..
a much more powerful approach. We expect that when
interactive semantic region definition with volume Kaufman, Arie. Volume Rendering Architectures.
visualization can be achieved in real time on affordable SIGGRAPH'90 Course 11, notes for Volume
platforms, it will be the standard means for viewing 3D Visualization Algorithms and Architectures. August
data. 1990, pp. 189- 198.
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